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1. Introduction
The term spread-spectrum (SS) applies to a number of ways a radio transmitter may be modulated so that the power emitted occupies a much wider portion of the radio spectrum than it might at first appear necessary for it to do. This statement is a far from satisfactory definition of the term but there seems to be no single satisfactory definition that embraces its use both in communications and in radar and radiolocation. What is properly to be termed spread-spectrum depends to some extent on the intention.


Consider radar.


In its early days it was understood that to achieve a resolution in range (x the duration of the emitted pulse T must not exceed 2(x/c in time (where c is the velocity of light). It follows from the theory of the Fourier Transform (FT) that such a pulse viewed in the frequency domain has its energy spread over a bandwidth B(2/T. Thus high range resolution requires relatively broadband systems. At the same time it was recognized that it is possible to obtain the line-of-sight velocity of a target by measuring the Doppler shift of the radar return. The resolution obtainable in velocity (v is proportional to the discernable frequency resolution (f according to (v = ((/2) (f where ( is the free-space wavelength. For a single pulse its intrinsic bandwidth must be less than the desired Doppler frequency resolution. Thus short pluses of intrinsically wide bandwidth were perceived as necessary for high range resolution and relatively long pulses of intrinsically narrow bandwidth were perceived as necessary for high velocity resolution, and it was thought there had to be an inherent trade-off between the two governed by the uncertainty-principle (x(v (c(/2. This view was entirely mistaken, for it turns out that whilst it is indeed necessary to emit a broadband signal to achieve high range resolution it is not necessary for it to be of short duration, one on the other hand whilst it is necessary for the signal to be of long duration to achieve high velocity resolution, it is not necessary for it to be of itself inherently narrow band. So it was discovered that the apparent impasse could be circumvented and broth range and velocity resolution achieved simultaneously by emitting a broadband signal of long duration (Woodward, 1964). This understanding lead to the development of various forms of pulse-compression radar.


The same principles govern range and velocity measurement in active transponder two-way tracking systems and in one-way radio navigation and radiolocation systems. For precise location in range-Doppler space a wideband signal of long duration is essential. The signals used in such active systems commonly embody a communication channel carrying data at a Baud rate which of itself requires a bandwidth very much less than the bandwidth needed for the desired range resolution. Examples are the GPS and GLONASS navigation satellite systems where in both cases the data comes at 50 bits/sec but the bandwidths of their signals are ~ 1 MHz (for their common access codes (C/A)) to provide range resolution at the ~100 meter level. In these systems the transmitted signal is continuous and the range discrimination comes from synchronizing the pattern of the modulation of the incoming signal with a replica generated locally at the receiver. In so far as the modulation is aperiodic the synchronization is unambiguous. The local replica matches the incoming signal much as a key matches a lock, and a similar possibility arises of choosing patterns which require privileged knowledge to gain access to the system. This feature provides one of the motivations for applying such modulation on purely communication links where these is no requirement for range-Doppler measurement; spread-spectrum offers the possibility of privacy.

2.
Definition of Spread‑Spectrum

A definition of Spread‑Spectrum that goes some way to reflecting the characteristics of the technique is the context of communications is "Spread‑spectrum is a means of transmission in which the signal occupies a bandwidth in excess of the minimum necessary to send the information: the band spread is accomplished by means of a code which is independent of the data, and a synchronised reception with the code at the receiver is used for despreading and subsequent data recovery". (See Pickholtz et at. 1982).

It should be noticed that this definition does not cover the radar and the radio navigational uses of spread‑spectrum since in those cases there is in principle no data or information transmitted. All forms of modulation except SSB result in a transmission in which the signals occupy a bandwidth in excess of the corresponding baseband signals, and this is especially true of FM and the various forms of PCM, but these do not use codes and synchronised reception and so are excluded from the definition.

The definition needs to be criticised on the ground that it is not in general clear what is the minimum necessary bandwidth required to send information at any particular rate, since it will be recalled that in principle given a sufficient signal to noise ratio the error free data rate can be made arbitrarily large in any given bandwidth. c.f. Shannon's Channel Capacity theorem (see Shannon & Weaver 1949). Instead the term 'information' in the definition needs to be understood in the less precise sense of meaning a binary bit stream which constitutes a base‑band signal which has to be replicated at the receiver, and that the minimum necessary bandwidth is approximately the Baud rate.

3.

Reasons for using Spread‑spectrum

It has been discussed above that the use of SS for radiolocation, navigation and radar is dictated by the physical parameters it is intended to measure. It is adopted for communications for other reasons, essentially for privacy, for security or for covert operation.

3.1.1
If the energy of a transmission can be spread sufficiently thinly over the radio spectrum a measure of "electromagnetic invisibility" can be hoped for, so that it may be difficult for the uninitiated to discover the very presence of the signal. Thus an SS signal may be said to have Low Probability of Detection (LPD), and this is of obvious appeal to the covert communicator who may wish to operate without an authentic frequency allocation or outside his allocated bands, or who for whatever reason does not wish to reveal his physical presence or geographical location.

3.1.2
Should the presence of such a signal nevertheless be detected it may still be designed to have a Low Probability of Interception (LPI) by which is meant that it presents an essentially featureless appearance to the uninitiated and is hard to pin down in time or frequency or spatial direction.

3.1.3
Finally such a signal if nevertheless intercepted may still be of such a form as to have a Low Probability of Exploitation (LPE). That is to say the coding process acts to encrypt the signal in such a manner as to make difficult the extraction of the original baseband data stream.

The precise characteristics of SS signals designed for optimum LPD, LPI or LPE are not of immediate concern here, but all forms of SS provide some degree of security at these three levels.

3.2
As well as denying access to the communication channel to unauthorised receivers, SS offers protection to the channel from interfering signals. The decoding process in the receiver which despreads the spectrum of the intended signal to which its code is matched, will spread the spectrum of an interfering CW for instance, so that it contributes what appears as a relatively modest increase in the noise in the channel. The same will happen with an intentional jammer whose spectral energy distribution will be redistributed by the decoding process but without being despread. Thus it needs to emit very much more power than would be needed to jam a comparable non‑SS channel. An SS signal may thus be said to have Anti‑Jamming (AJ) characteristics (see Nicholson 1988).

How these desirable objectives are achieved is discussed by considering an example below.

4.

Types of Spread Spectrum

There are three main types of SS modulation. 

4.1
The first is Frequency Hopping (FH). Here an otherwise conventionally modulated carrier changes its frequency from time to time according to some coded pattern known only to the intended receiver which hops its synthesised local oscillator in synchronism, thus restoring continuity of communication. Apart from transients generated at the hopping times, the overall spectrum occupancy of this type of system is essentially that of the total range of frequencies accessible to the transmitter. It is thought not to be a much used form of SS, it is not known to have ever had any impact on radio astronomy and so it won’t be discussed further.

4.2
The second type of SS is Time Hopping (TH). Here the signal is stored up and transmitted in short wideband bursts at predetermined times known only to the intended recipient. This scheme is clearly better adapted to data transmission than to telephony. Like FH it is thought to be chiefly of military significance, and is also not known ever to have had any impact on radio astronomy. It too will not be discussed further.

4.3
The third and most common type of SS is what is called Direct Sequence (DS). This is the type that is used by the GPS and GLONASS systems which do impact on and are of concern to radio astronomy. The essentials of a DS system are shown schematically in Fig. 1a.

At the transmitter the initially pure CW from the signal source is modulated by having its phase reversed, which is to say the signal is multiplied by +1 or ‑1, at fixed intervals of time according to some pseudorandom (PR) code sequence such as shown in Fig. 1b. This phase reversal modulation is known as Binary Phase Shift Keying (BPSK). The unit interval T is said to form a 'chip' so that 1/T is the chip rate. This is

essentially the form of modulation used in both the GPS and the GLONASS systems where the chip rates for their common‑access (C/A) codes are 1023 KHz and 511 KHz respectively. Each chip is an RF pulse of duration T and has a Fourier transform (FT) such that the distribution of its energy in the frequency domain is of the form sinc2(sT) where s is frequency measured from the carrier. [N.B. sinc (x) = sinπx/πx]. Because of the random distribution of the polarities of the chips, there is no residual carrier and the power spectrum of the emitted signal is also sinc2(sT) since the phases of the individual amplitude distributions of the chips add incoherently. The abrupt ±1 amplitude modulation leaves the signal level constant throughout.


At the receiver the incoming signal is first band limited, typically to about 2/T to pass only the main lobe of the power spectrum where most of the signal energy lies, and it is then multiplied again by a locally generated version of the phase reversing BPSK PR code. It is clear that but for the effect of the band limiting filter, if the local version of the code were precisely in step with the phase reversals on the incoming signal, the result of the multiplication would be to reconstruct the original carrier, since ±lx±l=+1, and the energy that was spread according to the sinc2(sT) power spectrum would be recompressed into a CW, and this could pass through the subsequent much narrower filter. In both the GPS and GLONASS systems the transmitted signal is BPSK modulated with 50 Baud data on top of the much faster PR code, and this is not removed by the locally generated code, so in fact the signal is not recompressed into a pure CW but into a 50 Baud BPSK signal and the final filter needs to be wide enough to pass this. For the purpose of the numerical example below let us suppose this filter to be 100 Hz wide. Flat spectrum random noise entering the receiver experiences no change of its spectral characteristics as a result of multiplication by the locally generated code, so the system noise power is simply that appropriate to a receiver of bandwidth set by the narrow band filter.


The effect of the wideband filter is two fold. Firstly by only passing the main lobe of the sinc2(sT) power spectrum the 10% or so of the emitted signal power contained in the ‘side‑lobes' [strictly sidebands] is rejected.

Secondly the amplitude of the recompressed carrier is no longer constant with time. There is some amplitude and phase transient at every code phase reversal. The result of these effects is that the amplitude of the recompressed carrier is some 2 dBs less than it would be ideally.

4.3.1
It is instructive to consider a numerical example. For the GPS the RF bandwidth (2/T) for the C/A code is approximately 2 MHz measured between the first nulls of its power spectrum. Suppose that the signal

power at the input to the receiver is ‑20 dBs relative to the total noise in the 2 MHz bandwidth, so the signal power is 1% of the total noise power, then ideally on passing through the recompression process all the, signal

power is recompressed to pass through the 100 Hz filter. However this filter only passes 0.5x10-4 of the noise in the 2 MHz bandwidth. Thus at the output of the narrowband filter the signal to noise ratio would be increased

by 2x104 to +23 dBs. However due to the effect of the wideband filter discussed above there is some 2 dB loss of signal power, and the signal to noise ratio is only increased to ~+21 dBs. The 41 dBs increase in the signal to noise ratio is called the processing gain, and but for the 2 dBs mentioned above is essentially the ratio of the precompression to post compression bandwidths. Notice how a signal that may be barely detectable at 1% of ambient noise in the `air' emerges from the noise at the end of the receiver with an excellent S/N.

If it were desired to jam such a signal it would be necessary to emit a random signal occupying the full 2 MHz at +21 dBs relative to the ambient noise in that bandwidth in order to reduce the postcompression S/N to unity. This jamming signal has to be 41 dBs more powerful than it would have to be to have the same effect on a normal receiver of 100 Hz bandwidth. So the effect of the DS scheme is to provide 41 dBs of AJ protection.

An interfering CW entering the receiver in its 2 MHz BW is turned into an SS signal by the action of the local phase modulator, so its energy is spread over the 2 MHz and only 0.5x10-4 of it contributes to the noise in the 100 Hz filter, so in this case the DS scheme provides at least 43 dBs of protection against the interfering signal.

The penalty for this high degree of protection against both inadvertent and deliberate interference is of course that the local code generator has to be synchronised with the code on the incoming signal. The amplitude of the recompressed carrier falls to zero if the misalignment is one full chip length T. So search procedures or some other special provision is necessary to achieve initial synchronisation and a Delay‑Lock‑Loop (DLL) is necessary to hold synchronism once it is found. For the navigation satellite systems the arrival times of the incoming signals are the primary measurements for the so called pseudo-ranges to the satellites which are required for the position determining algorithms, so the DLLs are inherent necessities. However in a purely communications context the code synchronisation is the penalty to be borne for achieving a channel secure against both interference and interception.

4.3.2
It is possible for several DS signals to occupy the same RF band with a low degree of interaction, particularly if they are all comparable in strength and each alone is weak compared to the noise at the input to the receiver. It is necessary for the various PR codes to be chosen to be mutually orthogonal in the sense that their cross‑correlations functions should be essentially zero. In this circumstance the signals not selected by the receiver appear as very weak jamming which slightly raise the noise against which the selected signal is detected. This is the scheme used in the GPS where each satellite has its own code.

Going back to the numerical example, if the signals from say eleven satellites, all individually at 1% of noise, enter the receiver simultaneously, the signals from the ten not in step with the local code generator each contribute 1% to the background noise against which the signal from the desired satellite needs to be detected. Together the unselected ten increase the ambient noise by 10% and so degrade the S/N ratio of the desired signal by less than 0.5 dBs. It should be noticed that this mutual degradation of the channels, though modest in this example, is inherent to all multiple occupancy DS systems and is indicative of the fact that they represent an inefficient use of the RF spectrum.

4.3.3
The amplitude of the recompressed carrier as a function of code offset from exact synchronism is the autocorrelation function of the pseudo‑random code (see Appendix). For the scheme shown in Fig. l, and neglecting the effect of the broadband filter for the moment, the autocorrelation function of the instantaneously switched code is the triangular function shown in Fig. 2a. The peak represents exact synchronism with the carrier fully recompressed, and its amplitude falls to zero when the offset τ equals the chip width T either way. To form a DLL it is necessary to obtain an error signal proportional to the offset τ. This may be done by having two versions of the locally generated code, an advanced and a retarded version, typically spaced half a chip width either side of τ=0, and using each independently to form a version of the recompressed carrier. The difference between the magnitudes of these carriers forms a signal which varies with delay offset τ as shown in Fig. 2b. This Delay Lock Function (DLF) is the error signal required. From the point of view of achieving exact synchronism the important thing is that the receiver be designed so that the DLF error signal goes exactly through the origin with the maximum possible central slope. The effect of the broadband filter as discussed above is to blur the abrupt phase reversals in the incoming signal and this has the effect in reality of rounding the corners of the functions shown in Fig. 2, as well as reducing the peak value of the correlation function.

4.3.4 So far only phase reversal (BPSK) modulation has been mentioned as this is what is commonly used and it happens to be what GPS and GLONASS are conventionally said to use. [But see 6.3 below]. However similar DS schemes are possible using more than two discrete phase states e.g. TPSK, QPSK, SQPSK for 3, 4 or 6 phase states, all still with constant amplitude. Provided all the phase states are uniformly distributed, and the phase is switched abruptly and unsystematically from one state to another with fixed chip length T, the resulting power spectrum will in all cases be of the same sinc2(sT) form. 


4.3.5
The picture given above for the GPS and GLONASS systems is incomplete as only their C/A codes have been mentioned. They also have precision P‑codes which run ten times as fast as the C/A codes at 10230 KHz and 5110 KHz respectively. These codes are BPSK modulated onto components of the carriers which are in quadrature with those carrying the C/A codes. The independently modulated phase and quadrature components of the carrier are of approximately equal amplitude and so carry the same power. Thus in both systems roughly half the emitted power is distributed according to narrow sinc2 distributions of widths ~2 MHz and ~1 MHz, and the other half according to wide sinc2 distributions of widths ~20 MHz and ~10 MHz, all between first nulls, for GPS and GLONASS respectively. It is the power in the components of the carriers modulated with the P‑codes that is spread most widely across the RF spectrum. 

5.
Impact of direct sequence spread‑spectrum on Radio Astronomy
5.1
The techniques of radio astronomy detect naturally occurring signals many tens of dBs weaker than the weakest signals used for communications, radio location etc. Consequently the radio astronomy service is susceptible to interference from man‑made emitters at levels that are of no concern to other radio spectrum users. Signals of astronomical interest are not unfortunately confined to the bands officially allocated to radio astronomy, so radio astronomers are obliged to operate in bands in which they enjoy no legal protection. Operation in all bands used by radio astronomers can be compromised by out‑of‑band emissions from other services especially those radiated or reflected towards the ground by space vehicles and aircraft. It is in the interest of the radio astronomy service that all such emitters be designed to minimise the potential for causing such interference. Unfortunately the direct sequence spread spectrum schemes as described above are not so designed.

5.2
There is no universally applicable definition of the bandwidth of a signal.
Bands are allocated to the various radio services within precisely defined frequency limits completely without cognisance of the fact that

there is no such thing as an identically band-limited signal. Thus all 
transmitters have out‑of‑band emissions and there is no general requirement as to where in the spectrum and at what level out‑of‑band emissions may be 

tolerated. The bandwidths of the GPS and GLONASS satellites for instance are generally quoted as the frequency intervals between the first nulls of their P‑code sinc2 spectra. That may be a satisfactory definition from the point of view of the system user, since it is where 95% of the emitted power lies, and the user in any case rejects the remaining 5% in the sidebands, but from the point of view of other RF spectrum users, especially the radio astronomer, the potentially far flung distribution of the last few % of the power, it not filtered out at the transmitter is very far from satisfactory.

In practice it can be inferred that there is always some form of filter, generally with a pass‑band much wider than the main lobe of the sinc2 spectrum, but the specification of the filters and the levels of the far out sidelobes tend not to feature in the published descriptions of the systems. See for instance SPILKER 1980.

5.3
The power spectrum of a DS spread spectrum signal is the square of the modulus of the FT of the elementary chip. As discussed in 4.3 above, the abruptly switched code of Fig. lb consists of a sequence of rectangular pulses each of duration T but of random polarity. The FT of a positive pulse is of the form sinc(sT) and so the power spectrum for the continuous random sequence goes as sinc2(sT).

Now there is a theorem associated with the FT which states that the FT of a function f(t) which is discontinuous in its nth derivative does not fall off asymptotically for large s faster than s-(n+l). Thus for a rectangular pulse, which is a function discontinuous in its zeroth derivative, its FT for large s does not fall faster than s-1. This is indeed how the envelope of the oscillatory sinc(sT) behaves: it falls off as 1/(πsT). The spectral energy distribution of a pulse discontinuous only in its nth derivative thus falls off no faster than as s-2(n+l), which again for a rectangular pulse accords with the 1/(πsT)2 form of the envelope of the sinc2(sT) distribution. The pure unmodified sinc2(sT) power spectrum is shown in Fig. 3a and its logarithm expressed in dBs in Fig. 3b. Whereas on the linear scale of power, scarcely more than the second sidelobes of the distribution seem appreciable, on the dB scale the sidebands can be seen to fall off ever more slowly. In practice of course the switching is not absolutely abrupt and the antenna circuits are not infinitely broadband, so that even without explicit inclusion of a filter in reality the far out sidebands fall off faster than the theoretical sinc2 form suggests. However it demonstrates the fundamentally unsatisfactory character of this type of signal.

In the days of Morse telegraphy, when the transmitter oscillator was controlled directly by the Morse key, amateur operators were wont to cause wideband impulsive interference every time the oscillator started. These abrupt starts were known as `key clicks'. The far out sidebands in the DS spectrum are in effect the same thing. They are caused by the sharp edges of the chips. Proper attention to engineering design can eliminate 'key clicks'
in amateur transmitters and so it can in the case of DS spread‑spectrum. How it can be done will be discussed below.

6.
Recommendations

The foregoing discussion makes it clear that it is the abrupt phase switching that throws emitted power into the far out sidebands. Now there is a common misconception that the abrupt edges are necessary for the precise synchronisation capability of a DLL and therefore that they are a necessary feature of pseudo-range measuring systems. So there is an inclination to think that any measures taken to limit the sidebands will degrade the timing capability. That this is far from the truth should be well understood from the fact that most GPS receivers in any case reject all but the main lobe of the power spectrum in an IF filter. It is true that the distribution of the power in the emitted spectrum determines the range measurement capability, but as is shown in the Appendix the power in the sidebands of a sinc2 distribution is negligible in this regard, and a perfectly satisfactory DLF results from a power spectrum with no sidebands at all.

6.1
Faced with the troublesome far-flung sidebands the most immediate suggestion that is frequently made is that the transmitters should be provided with filters. Since rejecting the sidebands in an IF filter does not compromise the system it can be argued that a similar filter on the transmitter might as well be used to prevent them being radiated in the first place, and in principle this is correct. However the suggestion presents technical problems. Such a filter requires high Q‑factor components and for it to be adequately phase stable, particularly in the space environment it will very likely need active temperature control.

There is evidence that the GPS block 2 satellites are fitted with less ambitious filters of about 50 MHz bandwidth, which pass the main and the first side-lobes of the sinc2 power spectrum and which provide about 50 dBs of attenuation for the fourth and further out side-lobes. This is a welcome development. However the author cannot give a proper reference for this information having only excerpts of a document originating from Rockwell International who are the contractors for the block 2 satellites.

It was mentioned in 4.3 that any filtering of the abruptly switched BPSK signal will necessarily give rise to amplitude transients. Whilst these are of no consequence in a linear IF amplifier, such a signal cannot be subsequently amplified by a limiting power amplifier since amplitude limiting after band-limiting gives rise to the phenomenon of 'Sideband Recovery'. For these and other reasons it is easy to understand why a filter narrow enough to pass only the main lobe of the power spectrum is not an attractive solution.

The same document from Rockwell International states that up to 1.0 dB of amplitude modulation is allowed on each channel of the GPS block 2 satellites. How much of this is to accommodate the transient responses of the 50 MHz filters is unclear, but certainly some compromise is being made with the constant amplitude ideal.

6.2
A more promising possibility is to round off the edges of the basic chip so that it is discontinuous only in some higher derivative, and to do it in such a way that the amplitude of the carrier is held constant so that the signal may be passed through a wideband limiting amplifier. Basically instead of abruptly switching the phase by 180o the phase representing the complex amplitude of the carrier needs to be swung round relatively slowly and in a controlled fashion. A form of chip which is discontinuous only in its second derivative is shown in Fig. 4. Here the phase of the carrier follows a cosine law φ = ‑(π/2) cos(πt/T), changing through 180° in the chip time T. The two curves represent the amplitudes of the phase I and quadrature Q components of the carrier. As shown the phase rotates back at the end of the chip in the opposite direction to which it came up so that there is no net rotation, as this would lead to an asymmetry of the power spectrum. The power spectrum for this chip is shown in Fig. 5a on a linear scale and in Fig. 5b on a scale of dBs. Notice that on the linear scale the distribution of power in the main lobe is not very different from that for the sinc2 distribution shown in Fig. 3a. However the amplitudes of the far out sidelobes are many tens of dBs less. Because the chip is discontinuous only in its second derivative the sidebands fall asymptotically as s-6. This spectrum is very much more considerate of the requirements of the radio astronomy service.

6.3
The recommendation that the phase should be guided in a controlled manner through 180° from one phase state to the other as discussed above is only applicable to a single bit stream modulated onto a carrier. During the phase transition the phase swings through 0°, so for a time a carrier component in quadrature with either of the two steady phase states is generated. The amplitude of this component is the double humped curve of Fig. 4. It is clearly impossible to modulate two orthogonal carrier components independently in this manner since the phase transitions on one component produce transient humps on the other and vice versa. This is the inevitable result of the condition that the amplitude of the carrier be constant throughout. It is therefore not possible to apply exactly this form of chip to GPS and GLONASS where say the I component of the carrier is modulated with the C/A‑code and the Q component with the ten times faster P‑code.

It is however possible to do something like it. Instead of thinking of these systems as having two independent BPSK phase reversed modulations, it is better to consider them as QPSK (see 4.3.4 above) systems with four distinct phase states spaced mutually 90° in the four quadrants of the argand diagram. Consider the slow C/A‑code as controlling the amplitude of the I component and switching either side of the imaginary axis between quadrants (1 or 4) and (2 or 3), and the P‑code as controlling the amplitude of the Q component and switching either side of the real axis between quadrants (1 or 2) and (3 or 4). Then most phase transitions are between adjacent quadrants and the phase has only to swing ±90° in a P‑code chip time. It is only when a C/A‑code transition coincides with a P‑code transition, which occurs on average once every 40 P‑code chips, that the phase has to swing more rapidly through 180°. A sample of this proposed form of modulation is shown in Fig. 6. The a. curve is the I component and portrays four C/A‑code chips {‑1+1+1‑1} and the c. curve the Q component carrying 40 P‑code chips. Curves b and d represent the underlying bit streams. Notice that every time the P‑code makes a phase transition there is a transient hump of amplitude √2 ‑1 in the C/A‑code component and vice versa. At the end of the first C/A‑code chip there is an example of a 180° phase transition where the rates of change of the two amplitudes are conspicuously faster than for the other transitions. There is a measure of arbitrariness as to in which direction the phase should swing in this circumstance. The transition was chosen to go from quadrants 3 to 1 in the direct sense through quadrant 4. The precise forms of the phase transitions are ±(π/4).cos(π/T), where T is the P‑code chip length, for the adjacent quadrant transitions, and ±(π/2).cos(πt/T) for the occasional 180° transitions.

The precise form of the power spectrum generated by this proposed form of modulation is not entirely straightforward to compute, but seeing that it is discontinuous only in the second derivative, and since most of the transitions are slower than for the chip of Fig. 4, it is thought to be similar to the spectrum of Fig. 5 and therefore to be at least equally and possibly more considerate of the radio astronomy service.

6.3.1
The question arises as to whether existing GPS and GLONASS receivers would work satisfactorily if future satellites were to transmit signals of this modified form. A detailed study needs to be made to answer

this question authoritatively and the answer may be different for linear analog receivers as against receivers which polarity clip the raw IF signal.

Intuitively however it would seem that neither the transition humps nor the slight displacement (±T/6) of the zero crossings on the occasions of the 180o transitions would have any perceptible effect on the system performance. Ideally receivers should have local code generators, which produce the exact complex conjugate form of modulation (see Appendix), but it is doubtful if they would perform significantly better than receivers intended for the existing dual abruptly switched BPSK signal. This option would not of course exist for C/A‑code only receivers.

6.3.2
There are two ways such a modulation can be implemented. One is by the use of VECTOR MODULATORS which shape the amplitudes of the I and Q components individually, perhaps with FETs used in the variable resistor mode, see DEVLIN and MINNIS 1989, and the other is to perturb a phase‑locked‑loop serving an agile oscillator to the basic carrier source. This latter scheme is judged to be the more likely to be satisfactory from the point of view of the level of the far out sidebands being generated at no more than their theoretical level.

6.3.3
It is recommended that detailed studies be undertaken to determine the precise impact of this form of modulation on both navigation satellite systems and on other radio spectrum users, especially the radio astronomy service. Also the technological means for actually generating the proposed form of modulation should be established with a view to its being phased into the satellite constellations over the course of time as new satellites are launched to replace those that will have failed.

7.
Conclusion

It has been shown that it is a necessity that broad‑band signals of long duration be emitted for precise unambiguous location in range‑doppler space in radar and radiolocation and navigation systems. It has been discussed how spread‑spectrum signals of this type when applied to purely communication systems offer potential for protection of the channel from both inadvertent and intentional jamming and at the same time serve firstly to conceal the very presence of such signals and then to provide security from unauthorised interception. It has also however been shown by example to result in inefficient use of the radio spectrum.

Three forms of Spread‑Spectrum have been described but most attention has been devoted to the Direct Sequence scheme used by the GPS and GLONASS systems which are known to impact adversely on radio astronomy. The deleterious effect of these systems' emissions has been identified as due to the very slow fall‑off rate of their power spectra, and these in turn have been shown to be due to ‘key clicks' associated with the abrupt switching of the phase of the RF carriers.

In a mathematical appendix it has been shown that the Delay Lock Function (DLF) which is at the heart of code synchronisation schemes, is related only to the form of the emitted power spectrum, and that a perfectly satisfactory DLF results from a power spectrum completely without sidebands. This establishes the truth that the far out sidebands emitted by existing systems are gratuitous artifacts which perform no essential role in the performance of the systems.

Finally it has been shown that rounding the edges of the elementary chips makes a dramatic difference. to the level of the far out sidebands and a specific recommendation is made as to how the GPS and GLONASS modulation schemes could be modified to realise this improvement. The modification is thought to be without perceptible consequence for the performance of the two systems and to be compatible with existing receivers. It is urged that this recommendation be subjected to detailed study with a view to its being adopted for new satellites.
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Appendix

Aspects of the general theory of direct sequence spread spectrum

Instead of restricting consideration to the abruptly switched BPSK scheme discussed in 4.3 consider the general scheme shown in Fig. Al. Here the unmodulated carrier is represented by exp(i2πfot) and it is modulated by multiplication with the modulating function exp(iφc(t)) where φc(t) is the phase code which for the present purpose is entirely arbitrary. The emitted signal vT is of constant unit amplitude and is given by


vT = exp(i2πfot).exp(iφc(t))
A1

The received signal vR is


vR = exp(i2πfo(t-T)).exp(iφc(t-T))
A2

being delayed by the propagation time T. It is modulated again at the receiver by the modulating function generated by the local code generator, which is the delayed complex conjugate of the incoming code exp(‑iφc(t‑(T+τ))) to form


vR' = exp(i2πfo(t‑T)).exp(iφc(t‑T)).exp(‑iφc(t‑(T+τ))) 
A3

where τ is the offset in delay from exact synchronism. When τ=0 the code is exactly cancelled out and


vR' = exp(i2πfo(t‑T))
A4

which is to say the spread spectrum signal of eqn.A2 has been totally recompressed into a pure CW.

If the synchronisation is not exact, so that i$0 then the amplitude of the recompressed carrier is the mean of the residual modulation

____________________

exp(iφc(t)).exp(‑iφc (t‑τ))
‑.

so the amplitude of the recompressed carrier is a function of the synchronisation offset τ and is in fact the autocorrelation function.


[image: image1.wmf]

C(τ) = 
[image: image2.wmf]ò
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M(t).M*(t-τ)dt
A5

of the modulating function


M(t) = exp(iφc(t))



 
A6

It is assumed that the pseudo‑random character of M(t) is such that a sufficiently long running mean, which is what the narrow band filter produces, is an adequate approximation to the infinite integral of eqn.A5.

It is instructive to consider the process from the point of view of the frequency domain. Let the Fourier Transform of the modulating function be A(s) written as

         FT


M(t)  <====> A(s)
A7

and defined as


A(s) = 
[image: image3.wmf]ò
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M(t).exp(i2πst)dt
A8

Then the FT of the time reversed complex conjugate of M(Lt) is the complex conjugate of A(s)



    FT


M*(-t) <====> A*(s)
A9

The autocorrelation function of M(t) given by eqn.A5 is also the convolution of M(t) and M*(‑t). By the convolution theorem C(τ) is then the FT of the product A(s).A*(s) which is the power spectrum of the modulating function



FT


C(τ) <====>  A(s).A*(s) = P(s) 
A10

Provided the carrier frequency f 0 is large compared with the width of P(s) we can say that the autocorrelation function C(τ) which describes the amplitude of the recompressed carrier as a function of offset from synchronism τ, is the FT of the power spectrum of the signal as a function of s, frequency measured from the carrier. These relationships are shown schematically in Fig. A2.

In order to form a delay lock function D(τ) it is necessary to form an advanced and a retarded version of C(τ) displaced some amount ± T' in delay.

These two versions are related to the Power Spectrum by the shift theorem.





FT


Advanced C(τ+T') <====> P(s).exp(+i2πsT') 
A11a





       FT


Retarded C(τ‑T') <====>  P(s).exp(‑i2πsT') 
A11b

The delay lock function DLF (see Fig.2) is


D(τ) = C(τ‑T') ‑ C(τ+T') 
A11c

and is therefore the FT of ‑P(s).[(exp(i2τsT') ‑ exp(‑i2τsT')] which is ‑2P(s).sin(2sT').

So the DLF is the sine weighted FT of the power spectrum


D(τ) = -i2 
[image: image4.wmf]ò
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P(s).sin(2πsT').exp(i2πsτ)ds
A12

The quantity of greatest interest in forming a DLL is the central slope of the DLF. It is found to be


Central slope  
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A13



        
        π=0

This central slope is maximized by choosing the delay offset T' to have the smallest value that makes 
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s2.P(s).cos(2πsT’)ds = 0
A14

Provided P(s) decays as s4 or faster for large s, there is no problem evaluating the integrals A13, A14. In the case of the sinc2(sT) power spectrum there is a difficulty with the convergence. This is a manifestation of the fact that with rectangular chips of length T the value of the central slope is constant for 0 < T' < T and zero for | T'| > T.

In the case of a rectangular power spectrum, with absolutely no power emitted outside limits ±S' /2, the maximum central slope is attained for S'T' = 0.66. The form of the DLF in this extreme case, where there are absolutely no far out sidebands at any level, is shown in Fig. A3. Apart from the disadvantage of secondary zero crossings giving rise to the possibility of locking onto the wrong delay, there is nothing unsatisfactory with this form of DLF.

The rectangular P(s) corresponds to an infinitely differentiable chip of form sinc(st') and it does not correspond to a signal of constant amplitude, so it 'represents an entirely hypothetical case. However it does demonstrate conclusively that far out sidebands and the abrupt switching edges that produce them are not essential features of a satisfactory direct sequence spread spectrum system.
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Fig. A2 Fourier relationships
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